# Development of a diaphragm tracking algorithm for megavoltage cone beam CT projection data 

Mingqing Chen<br>University of Iowa

Follow this and additional works at: https://ir.uiowa.edu/etd
Part of the Electrical and Computer Engineering Commons

Copyright 2009 Mingqing Chen

This thesis is available at lowa Research Online: https://ir.uiowa.edu/etd/228

## Recommended Citation

Chen, Mingqing. "Development of a diaphragm tracking algorithm for megavoltage cone beam CT projection data." MS (Master of Science) thesis, University of Iowa, 2009.
https://doi.org/10.17077/etd.ib1yibr4

Follow this and additional works at: https://ir.uiowa.edu/etd
Part of the Electrical and Computer Engineering Commons

# DEVELOPMENT OF A DIAPHRAGM TRACKING ALGORITHM FOR MEGAVOLTAGE 

## CONE BEAM CT PROJECTION DATA

by
Mingqing Chen

## A thesis submitted in partial fulfillment of the requirements for the Master of Science degree in <br> Electrical and Computer Engineering in the Graduate College of The University of Iowa

May 2009

Thesis Supervisor: Assistant Professor R. Alfredo C. Siochi

# Copyright by <br> MINGQING CHEN 

2009
All Rights Reserved

# Graduate College 

The University of Iowa Iowa City, Iowa

## CERTIFICATE OF APPROVAL

$\qquad$

## MASTER'S THESIS

This is to certify that the Master's thesis of<br>Mingqing Chen<br>has been approved by the Examining Committee for the thesis requirement for the Master of Science degree in Electrical and Computer Engineering at the May 2009 graduation.<br>Thesis Committee:<br>R. Alfredo C. Siochi, Thesis Supervisor

Milan Sonka

Xiaodong Wu

Gary Christensen

To My Parents, Jian Chen and Min Lu To Jenny

## ACKNOWLEDGMENTS

First of all, I would like to express my sincere gratitude to my adviser Dr.

Siochi. He has established the software framework and had the overall idea about the project before I came here. He guided me into the field of image guided radiation therapy and this challenging project which aimed at clinical application by his wealthy knowledge and brilliant ideas. And I greatly appreciate his constructive advice and patient tutoring during the research. Without his guide I could not achieve this goal.

I would like to thank Professor Sonka, who gives me the enlightening idea on detecting diaphragm in 200 frames simultaneously. I am grateful to Professor Wu and Professor Garvin for their help on 3D image segmentation. Without discussion with them, the work would not have been succeeded like this. My special thanks go to Qi Song for providing the code library of optimal graph search and his explanation on the previous work of graph search area. I would also like to thank Kai Ding, Xin Dou, Kunlin Cao, Ying Wei and Yunlong Liu for their friendship and help on many technical problems of this work.

The contributions of all these people are greatly appreciated.

## TABLE OF CONTENTS

LIST OF TABLES ..... v
LIST OF FIGURES ..... vi
CHAPTER ONE INTRODUCTION ..... 1
Background and Motivation ..... 1
An Overview of tracking method in image sequence. ..... 3
CHAPTER TWO MATERIAL AND METHODS ..... 8
Hardware and Software Platform ..... 8
Computation of ROI ..... 11
Image Filtering ..... 15
Shape Analysis ..... 22
Optimal Graph Search ..... 29
Dynamic Hough Transform ..... 31
CHAPTER THREE RESULT AND DISCUSSION ..... 36
Validation of Different Methods ..... 36
Running Time ..... 41
Discussion and Future Work ..... 43
CHAPTER FOUR CONCLUSION ..... 45
REFERENCES. ..... 46

## LIST OF TABLES

Table 1: Mean and standard deviation of the error for 21 patient images.............................................. 38

## LIST OF FIGURES

Figure 1: Siemens Mvision MVCBCT device used in the Department of Radiation Oncology in the University of Iowa Hospital. ..... 9
Figure 2: Windows interface of Just Enough Dicom (JED) ..... 11
Figure 3: The illustration of computing ROI for each frame ..... 12
Figure 4: CBCT geometry for calculating ROI ..... 15
Figure 5: Region near ROI (green rectangle) in a projection frame displayed in JED. ..... 16
Figure 6: Plot of diffusion evaluation function of anisotropic diffusion applied in JED ..... 18
Figure 7: The flow function of the anisotropic diffusion filter applied in JED ..... 19
Figure 8: Original $400 \times 200$ region around ROI in a MVCBCT projection frame (Patient CBRT0003, frame 2) ..... 20
Figure 9: The region filtered by a $11 \times 11$ Gaussian smoothing filter. $\sigma=5.0$ ..... 20
Figure 10: The region filtered by an anisotropic diffusion filter after 20 iterations. $K=15$ ..... 21
Figure 11: Cost image after Gaussian filter and edge extraction, CFR $400 \times 200$ ..... 22
Figure 12: Uniformly scaled and aligned training shapes of diaphragm contours (the coordinates are aligned and inverted here compared to the pixel coordinate system) ..... 23
Figure 13: Uniformly scaled and aligned mean shape of training samples ..... 23
Figure 14: 100 eigenvalues of covariance matrix of training shapes. The horizontal axis is the number of eigenvalues sorted from lowest to highest, the vertical axis is the ratio of this eigenvalue to the sum of 100 eigenvalues. ..... 26
Figure 15: At each shape point, search along a profile normal to boundary ..... 28
Figure 16: Searching along profile to find best fit, $k=2$ and $l=6$ ..... 28
Figure 17: 3D Hough image sequence, each voxel has four coordinates $\left(a, x_{0}, y_{0}, t\right)$ ..... 32
Figure 18: Mean squared error of 5 methods on 21 patient images ..... 37
Figure 19: Mean and standard deviation of the error for 21 patient images. ..... 38
Table 1: Mean and standard deviation of the error for 21 patient images ..... 38
Figure 20: Diaphragm detected by DHT, a high contrast frame (left) and a low contrast frame with stripe artifact (right) ..... 39
Figure 21: Diaphragm detected by DHT, a frame with confounding objects of heart and table (left) and a frame with overlapping lungs (right) ..... 39

# Figure 22: Diaphragm detected by DHT, a frame with interference of a bright area on the top (left) and a frame with overlapping lungs (right) 

Figure 23: Diaphragm detected by ASM, a clear frame (left) and a frame with overlapping
lungs (right)...................................................................................................................... 40
Figure 24: Diaphragm detected by OPT, a frame with interference of a bright area (left) and a frame with overlapping lungs (right)

Figure 25: Diaphragm detected by OPT-VCE, a frame with interference of a bright area (left) and a frame with overlapping lungs (right).40

Figure 26: The vertical coordinate in image plane plotted against frame number for the expert (pink line) and the DHT algorithm (blue points).

## CHAPTER ONE <br> INTRODUCTION

## Background and Motivation

In radiotherapy, lung tumor localization is of great concern due to unavoidable respiratory motion. Respiratory gating techniques have been developed over the years to increase the radiation dose to the tumor while reducing radiation to the adjacent healthy tissues. In our clinic, an abdominal belt is used as an external marker to record the correlation between the phase and location of the tumor during the kilo-voltage (KV) treatment planning CT scan. During each treatment, the cranio-caudal position of the tumor will be determined by the pressure on a strain gauge placed under an abdominal belt. Physicians can determine when to turn the beam on or off based on tumor position.

Although various attempts have been made to quantify the correlation between external abdominal signals and tumor motion [35, 1], it is reported that various respiratory phase delays occur for external markers for patients having impaired lung function [20,26], which makes the external marker not fully reliable. These studies are based on the assumption of direct tumor-diaphragm relationship. If we can accurately locate the position of the diaphragm apex, it will be a more powerful method of characterizing respiration, since the amplitude of motion can be determined, while external markers such as strain gauges only provide relative phase information [32].

With the recent development of megavoltage cone beam CT (MVCBCT) systems, accurate daily localization can be derived by registering the reconstructed 3D MV CT with the planning KV CT before each treatment. The changes in tumor shape, size and
position during the course of treatment can be monitored by registering daily localization 3D MVCBCT images with planning KV CT images [25]. Studies on the feasibility of tracking objects in MV portal images suggested that it is possible to track diaphragm motion in MVCBCT raw projection images [21]. In our current clinic, physicians should identify the position of the diaphragm manually for each projection image. This is time consuming which made it impossible to apply clinically as there is a strict time limit for patient localization before treatment. Xu et al. developed an optical flow method to track lung tumors in fluoroscopic videos [38]. However, a tumor contour in the initial reference frame is needed to be drawn by a clinician or transferred from digitally reconstructed radiographs. Keatley et al. developed a diaphragm tracking method using active contours with dynamic programming on fluoroscopic sequences taken from one gantry angle [17]. But the diaphragm contour is only a local energy minima and the process also needs a contour and several landmarks drawn by humans. In this work, a computer automated diaphragm tracking algorithm is developed and tested on fluoroscopic sequences taken with the camera rotating about the patient. The algorithm is guaranteed to find the global optimum with fewer human interactions. The result is proved to be robust and accurate. The running time satisfies the clinical application.

The sequence of projection images has the same dynamic features as a video. We can fully utilize the algorithms of video processing to solve our problem. The following part of this thesis will give a brief review on several important branches of video tracking methods. In chapter 2, a brief introduction of MVCBCT projection image and our software platform will be introduced. Then I will explain the previous work by Siochi on calculating the region of interest (ROI) of the diaphragm apex using CBCT geometry
[29]. Then techniques experimented in this work will be described, including image filters, dynamic programming (DP) with shortest path, principle component analysis, active shape model (ASM), and optimal graph search. Dyanmic Hough transform, the method achieving the best result in this work, will be described with emphasis. In chapter 3 , results of the different methods will be illustrated and discussed, including DP with shortest path in 2D, ASM, optimal graph search, optimal graph search with edge cost and dynamic Hough transform. Future work and unresolved problems are also included in that chapter.

## An Overview of tracking methods in an image sequence

A video is a sequence of images. Each image within this sequence is called a frame. Video tracking, sometimes referred to as motion tracking, motion estimates or visual tracking in other literature, is an automatic algorithm to locate single or multiple moving objects in an image sequence. Automation in various areas such as video surveillance and servo, facial recognition, medical imaging and automatic inspection requires fast and robust video tracking algorithms. For example, Frank et al. developed a traffic video analysis system that can track vehicles on downtown roads with recognition of occlusion situations [11]. Harrell et al. developed a fruit-tracking method to estimate the size and position of a valid fruit region in real time images to control the motion of a fruit-picking robot [12]. Boyer applied video tracking techniques to reconstruct 3D object models from image sequences [6].

Ideally, the image sequence of a video is continuous. For a digital device, small time intervals between adjacent frames exist which makes objects move a small distance from one frame to the next. This property is utilized by all the video tracking algorithms. It is either represented by smoothness constraints or the speed of motion. The main difficulty for video tracking is that there is variation in object location and object deformations. The illumination may also change over the frames, which leads to changing gray values of the pixels of the same region in two frames. Partial or full occlusion of the object may also exist which will cause deviations to object tracking. The video tracking algorithm can be generally categorized into two classes. The first is to locate and track objects frame by frame throughout image sequence. The second is to track objects in all frames simultaneously. Most video tracking algorithms belong to the first category. They aim to find a correlation between the adjacent frames. Optical flow describes this correlation by displacement velocity. It approximates image motion based on the hypothesis that the intensity structure of the same image regions are constant for a short duration [5], and it assumes that every small block within the reference frame has a velocity to the next frame. A least-square technique is used to calculate this velocity field, by minimizing a squared error under restriction of first-order derivatives of the optical flow constraint equation [21], or by solving equations of velocity using second-order derivatives [24], or by solving velocity equations with combination of local estimates [28]. A detailed introduction and comparison of different optical flow techniques can be found in [4].

Similar to optical flow, parametric models also compute the spatial variation of two adjacent images. However, it assumes that the optical flow within a region can be
represented by a low-order polynomial. This assumption is very close to reality when the motion between frames is mainly caused by camera motion, without displacement of the local individual object. The parametric model is chosen based on the estimate of global motion, such as the six-parameter affine model, eight-parameter quadratic model, eightparameter perspective model, etc. The parameters are calculated based on the minimization of an error metric, such as squared differences between reference frame and transformed moving frame. An initial motion estimation is needed and an iterative scheme using gradient descent or other optimization technique is used to update the parameters to achieve a local minimum [19, 22].

Instead of computing displacement for a region, objects in an image sequence can be represented by object features, such as an object boundary. Thus, object tracking can be achieved by contour tracking. Snake, i.e. parametric active contour model [16], is an edge detection technique that locates a spline in large gradient pixels in an image with an iterative energy minimization scheme. Given an initial shape, the spline will be adjusted at each iteration in nearby regions using Euler's method. The energy includes external constraint forces to attract the spline to the object boundary and internal forces to control the smoothness of the curve. As traditional snake methods can only find a local minimum of splines near the initial position, many derivative methods of active contour have been developed. Xu modified the external force of the snake energy equation by computing a gradient vector flow field, enabling a larger capture range. The spline can converge to the expected position even if the initial shape is far away [37]. Davi et al. developed a dynamic programming scheme to minimize the energy of the contour with a global minimum guaranteed. And a multi-scale strategy is used to speed up the search time [10].

In applications in video tracking, a contour will be detected first in the reference frame and the result will be the initial contour for the moving frame.

Sometimes the shape pattern of objects to be tracked is known. We can utilize this knowledge as prior information before video tracking. A large set of training data in sampled images needs to be derived to get this statistical information. ASM belongs to this family and is also a contour tracking algorithm. It uses sets of labeled points to represent shapes of objects. The shape in a 2D image represents a point in a higher dimensional shape vector space. It detects contours of objects with prior shape restrictions computed from training data [34]. The contour to be detected is updated to the position closer to the edge boundary using an iterative searching scheme. It will be confined into an area near the mean of training contours. Principle Component Analysis (PCA) is used to save memory and time while retaining most of the training information [34]. Both the advantage and disadvantage of ASM is discussed in [18] with "more active shape model" (MASM), an improved technique of ASM.

The other category of video tracking algorithms is to track objects in all the frames simultaneously. Kang et al. developed an optimal graph search algorithm for 3D image segmentation. Instead of iterative scheme searching for a local extremum, optimal graph search computes a surface within a 3D graph directly with a global minimum of the sum of costs of nodes [15]. The surface is guaranteed to be continuous under the restriction of the smoothness constraint. The problem of computing this surface is converted to finding the maximum-flow between two nodes. There are various algorithms that calculate the maximum-flow. A pseudo-flow algorithm developed by Hochbaum [14] and the algorithm developed by Boykov and Kolmogorov [39] both have the advantage
of saving time and memory and are proved to be superior to traditional maximum-flow algorithms such as the Ford-Fulkerson [9] and push-relabel algorithms [2].

To sum up, the design of a video tracking method requires consideration in all aspects. For example, is an iterative scheme used or not? Is the local optimum or global optimum guaranteed? What kind of image filter is used? Is prior information needed? All these choices depend on the property of the video image sequence to be processed. For example, is the major component of the motion in the image global or local? Is there a general shape pattern for the objects to be tracked? Can the objects to be tracked be represented by contours? What is the image quality, i.e. what is signal to noise ratio (SNR)? In this work, different techniques are tested including dynamic programming with path detection, ASM, optimal graph search and parametric shape model with dynamic programming. The goal is to develop an algorithm that best fits our special application of diaphragm tracking in MVCBCT projection images. The next section will analyze the characteristics of these fluoroscopic images.

## CHAPTER TWO

## MATERIAL AND METHODS

## Hardware and Software Platform

In our case, the global motion of the projection image sequence of MVCBCT is caused by rotation of the gantry and the image detector. Using the standard cone beam protocol, the gantry rotates over 200 degrees from $270^{\circ}$ to $110^{\circ}$. Figure 1 is a picture of the MVCBCT device used in our clinic. Instead of traditional parallel or fan beams, the linac X-ray source produces a cone of rays with its base on the detector and its apex on the source. The set of open field 2D projection images are acquired at different positions around the patient. The data are acquired with a 2D detector array. The imaging process does not need table movement.

The 2D detector is an amorphous Si flat panel electronic portal imaging device (EPID) with resolution of $0.4 \times 0.4 \mathrm{~mm}^{2}$. It has an imaging area of $27.4 \times 27.4 \mathrm{~cm}^{2}$ at the patient plane and an image size of $1024 \times 1024$, providing a pixel size of 0.027 cm . This resolution is enough for the motion being tracked. The distance between the source and isocenter (Source to Axis Distance, SAD) is 100 cm and 145 cm for source and EPID (SID) [31]. The EPID acquires one 2D projection image per degree of rotation. In the clinic, 200 raw projection images are acquired over 200 degrees while the gantry rotates in order to have sufficient data for 3D cone-beam reconstruction. So each frame is one image projected from a certain angle.


Figure 1: Siemens Mvision MVCBCT device used in the Department of Radiation Oncology in the University of Iowa Hospital

The local motion is the respiratory displacement of the lung and other nearby organs such as the liver and the heart. The diaphragm has a general curve pattern opening up in the inferior direction and it can be delineated by a contour. It will be discussed in later paragraphs that this general curve pattern of the diaphragm can be well represented by a parabola. The contrast of MV CBCT images is relatively low compared to KVCT because Compton scattering provides the majority of the beam attenuation [25]. And there are many confounding objects near the diaphragm like the contralateral lung, heart, spine, and treatment table which will cause deviation to the tracking process.

The total imaging time is 50 seconds which is 0.25 s for each view. Typically a patient with training takes 16 complete cycles to be observed with 200 views [31]. The range of diaphragm motion in the superior-inferior (SI) direction is between 0.5 and 3.0
cm . Using the respiratory frequency, the speed of diaphragm motion can be calculated by the following equation:

$$
\begin{equation*}
v_{\text {frame }}=\frac{R}{N_{1 / 2}} \cdot \frac{S A D}{S I D} \tag{2.1}
\end{equation*}
$$

Where $R$ is the displacement of the diaphragm apex between full exhale and full inhale frames. $N_{1 / 2}$ is the number of frames for a half respiratory cycle. With this information, we can get a rough estimate of the diaphragm motion to be tracked. For example, if there is a typical patient with 16 cycles during the imaging process and $R=0.75 \mathrm{~cm}, 12.5$ frames for each cycle, i.e. $N_{1 / 2}=6.25$ frames can be derived. So $v_{\text {frame }}=0.12 \mathrm{~cm} /$ frame, i.e. 4.44 pixel / frame. Note that this calculation is based on two approximations. One is that the diaphragm motion is assumed to be at SAD distance to the X-ray source. The second is that this equation leads to the average speed. But in fact, the diaphragm cannot be exactly at SAD distance and the motion is slow at full inhale and full exhale positions while fast in the intervals between these positions.

Dr. Siochi has developed a software application called Just Enough Dicom (JED) before this work. The software can read DICOM files of projection images imported from MVCBCT. It is developed in Microsoft Visual Basic 2008 and it provides a Windows interface that allows users to do multiple operations such as reading, viewing the images and analyzing the diaphragm tracking result. All of the diaphragm tracking techniques in this work is implemented on this platform. A typical interface of JED is shown in Figure 2. The projection image is shown on the right. On the left there are grids representing
coordinates. And two diagrams of position of diaphragm apex are shown. The top one is in the SI direction while the bottom one is in the horizontal direction in the image plane. There are menu bars on the top which controls the view and diaphragm tracking. The status bars are at the bottom indicating the frame and pixel information.


Figure 2: Windows interface of Just Enough Dicom (JED)

## Computation of ROI

A projection image covers a large area, including at least one of the lungs and its adjacent organs. It is unnecessary and time consuming to search through the whole image for the diaphragm apex. A robust method to locate the ROI is needed. In this section the technique of computing the ROI of the diaphragm apex developed by Siochi is described [32, 29]. In Siochi's method, four positions of the diaphragm apex are needed to calculate
the ROI: two full inhale and two full exhale in the corresponding respiratory cycles. The two cycles are recommended to be about $90^{\circ}$ apart. Positions of the diaphragm apex in full inhale and full exhale in 3D that define the range of diaphragm apex motion are computed from these four points based on CBCT geometry. Then these two points are projected into every 2D frame and a rectangle defined by the two points for each frame is derived. This rectangle is the ROI for the diaphragm apex for each frame. The procedure of this method is illustrated in the following figure:


Figure 3: The illustration of computing ROI for each frame Image from [30]

The CBCT geometry used in this method is illustrated in Figure 4. It is a picture showing that both the X -ray source and image detector rotate about the isocenter, which is considered as the origin of the 3D coordinates. The X and Y axes are in the paper plane and the Z axis is perpendicular to the paper plane. First the user identifies the projected diaphragm apex in the flat image detector with 3D coordinates $\left(x_{o}, y_{o}, z_{o}\right)$. The horizontal distance from this point to the center of the image detector is $R_{o}$. The center of the image detector is actually the projected isocenter in this frame. The first step is to project user identified points onto a plane called the minified view at SAD. It is a plane
parallel to the detector and has the distance of SAD to the source. The projected point is $\left(x_{p}, y_{p}, z_{p}\right)$ which is the intersection of this plane and the line through the source and $\left(x_{o}, y_{o}, z_{o}\right)$. The distance from $\left(x_{p}, y_{p}, z_{p}\right)$ to isocenter is $R_{p}$. From simple trigonometry, $\left(x_{p}, y_{p}, z_{p}\right)$ and $R_{p}$ can be derived from $\left(x_{o}, y_{o}, z_{o}\right)$ and $R_{o}$ using following equations:

$$
\begin{align*}
& R_{p 1}=R_{o 1} \frac{S A D}{S I D} ; R_{p 2}=R_{o 2} \frac{S A D}{S I D} \\
& x_{p 1}=R_{p 1} \cos \theta_{1} ; y_{p 1}=R_{p 1} \sin \theta_{1} ; x_{p 2}=R_{p 2} \cos \theta_{2} ; y_{p 2}=R_{p 2} \sin \theta_{2}  \tag{2.2}\\
& z_{p 1}=z_{o 1} \frac{S A D}{S I D} ; z_{p 2}=z_{o 2} \frac{S A D}{S I D}
\end{align*}
$$

Where $\theta_{1}$ and $\theta_{2}$ are rotation angles between the image plane and the X axis illustrated in Figure 4. The subscripts 1 and 2 correspond to two frames in different respiratory cycles (For conciseness, Figure 4 only shows coordinates in one frame). Now two points at the minified view at SAD are calculated and the position of the source can be calculated as:

$$
\begin{equation*}
x_{s 1}=-S A D \cdot \sin \theta_{1} ; y_{s 1}=S A D \cdot \cos \theta_{1} ; x_{s 2}=-S A D \cdot \sin \theta_{2} ; y_{s 2}=S A D \cdot \cos \theta_{2} \tag{2.3}
\end{equation*}
$$

Now for each frame, a line can be determined by the source and point in minified view. Ideally, if the position of diaphragm apex will reach the same position in every full exhale and inhale time, the lines in these two frames will intersect with each other. However, there is some irregularity and movement during respiration even for a trained patient. And the motion is sampled at 0.25 s by MVCBCT. These factors lead to the fact that the two lines are not coplanar. In order to calculate the position of the diaphragm apex in 3D, we project these two lines in the paper plane and calculate the point of
intersection in 2D to determine $x_{d}$ and $y_{d}$. For the Z direction, we use the average of the two values of $z_{d}$ at $\left(x_{d}, y_{d}\right)$ along lines. So $\left(x_{d}, y_{d}, z_{d}\right)$ can be calculated as:

$$
\begin{align*}
& m_{1}=\frac{x_{p 1}-x_{s 1}}{y_{p 1}-y_{s 1}} ; m_{2}=\frac{x_{p 2}-x_{s 2}}{y_{p 2}-y_{s 2}} \\
& x_{d}=x_{s 1}+m_{1}\left(y_{d}-y_{s 1}\right) ; y_{d}=\frac{x_{s 2}-x_{s 1}-m_{2} y_{s 2}+m_{1} y_{s 1}}{m_{1}-m_{2}} ;  \tag{2.4}\\
& y_{f 1}=-x_{d} \sin \theta_{1}+y_{d} \cos \theta_{1} ; y_{f 2}=-x_{d} \sin \theta_{2}+y_{d} \cos \theta_{2} \\
& z_{d 1}=\frac{\left(S A D-y_{f 1}\right)}{S A D} z_{p 1} ; z_{d 2}=\frac{\left(S A D-y_{f 2}\right)}{S A D} z_{p 2} ; z_{d}=\frac{z_{d 1}+z_{d 2}}{2}
\end{align*}
$$

Where $m_{1}, m_{2}, y_{f 1}, y_{f 2}$ are temporary variables and $m_{1}$ and $m_{2}$ are the inverse of the slopes of the two lines. $y_{f 1}$ and $y_{f 2}$ are the distances of $\left(x_{d}, y_{d}\right)$ to the plane on the minified view. So the actual positions of diaphragm apex during full inhale and full exhale are derived. For each frame, if we project these two points to the detector plane, we can use the projected points as the diagonal vertices of a rectangle. This rectangle is exactly the ROI we want. For an arbitrary frame with rotation angle $\theta$, the coordinates of the projected points can be calculated as

$$
\begin{align*}
x_{s} & =-S A D \cdot \sin \theta ; y_{s}=S A D \cdot \cos \theta \\
m_{s} & =\frac{x_{s}-x_{d}}{y_{s}-y_{d}} \\
y_{f} & =-x_{d} \sin \theta+y_{d} \cos \theta  \tag{2.5}\\
R_{p} & =\frac{x_{d}-m_{s} y_{d}}{\cos \theta-m_{s} \sin \theta} \\
R_{o} & =R_{p} \frac{S I D}{S A D} ; z_{o}=z_{o} \frac{S I D}{S A D-y_{f}}
\end{align*}
$$

Where $\left(R_{o}, z_{o}\right)$ is the projected position of diaphragm apex in full exhale or full inhale in the image plane. Note that as the origin for 3D coordinates is the isocenter, the origin in the detector plane is the center of the image, i.e. the isocenter projected on the detector plane.


Figure 4: CBCT geometry for calculating ROI
Image modified from [30]

## Image Filtering

The following figure shows one frame of the original MVCBCT projection image in the region around the ROI in one frame.


Figure 5: Region near ROI (green rectangle) in a projection frame displayed in JED

It can be observed that the CNR of MVCBCT is relatively low compared to that of traditional CT images. An approximate contour of the diaphragm can be seen by the eye, but the edge is blurred. There is no distinct contrast between bright lung area and the dark area below. And the noise and other interfering objects in the image makes diaphragm tracking more difficult. Image preprocessing techniques are required to enhance the diaphragm contour while reducing noise and other interference. The selection of image filters depends on the requirement of applications. The balance between the quality of filtering and the running time is always a matter of concern. Convolution kernels such as average filters or Gaussian filters [38] are widely applied in image processing applications with low computation and good noise repression characteristics. However the structure of interest such as an edge is also blurred. Statistical filters such as Median smoothing preserves edges [17], but the sorting process takes much time. Nonlinear filters such as anisotropic diffusion and curvature flow are also edge-preserving. However, these filters are more computationally expensive [27]. Generally, the more features of interest a filter can preserve, the more time it will consume. In this section, Gaussian and anisotropic diffusion filters implemented in JED will be described and compared. Then the technique for enhancing the diaphragm contour used in JED will be discussed.

A Gaussian filter has a Gaussian function as its filter window. For 2D images, it has a kernel with the following mathematical expression:

$$
\begin{equation*}
g(x, y)=\frac{1}{2 \pi \sigma^{2}} e^{-\frac{x^{2}+y^{2}}{2 \sigma^{2}}}=\frac{1}{2 \pi \sigma^{2}} e^{-\frac{x^{2}}{2 \sigma^{2}}} \cdot e^{-\frac{y^{2}}{2 \sigma^{2}}} \tag{2.6}
\end{equation*}
$$

Equation 2.6 also shows that a 2D Gaussian filter can be decomposed into the product of two 1D Gaussian filters. This property enables us to decompose the 2D convolution into two 1D convolutions, which will save much computation time. For example, assume that the size of the Gaussian filter is $N \times N$. For each pixel, the 2D convolution involves $N \times N$ multiplications and $N \times N-1$ additions. With the decomposition, each 1D convolution only requires $N$ multiplications and $N-1$ additions. The sum is $2 N$ multiplications and $2 N-2$ additions.

The convolution of Gaussian filters can be replaced by multiplication in the frequency domain using Fast Fourier Transform (FFT) and its inverse. However, FFT will be significantly faster than the convolution only when $N$ is sufficiently large.

Anisotropic diffusion filters encourage intra-region smoothing while inhibiting inter-region smoothing. It uses an evaluation function with locally adaptive diffusion strengths to decide whether an edge should be smoothed or enhanced. It has the mathematical expression:

$$
\begin{equation*}
\frac{\partial}{\partial t} I(x, t)=\nabla(c(x, t) \nabla I(x, t)) \tag{2.7}
\end{equation*}
$$

Where $I(x, t)$ is the intensity of a MVCBCT projection image, $x$ refers to the image coordinate $(R, z), t$ refers to the iteration step and $c(x, t)$ is the diffusion evaluation function which monotonically decreases with the image gradient magnitude.

From this equation we can observe that the anisotropic diffusion uses an iterative scheme that calculates an update to the pixel intensity each time. The evaluation equation is:

$$
\begin{equation*}
c(x, t)=f(|\nabla I(x, t)|) \tag{2.8}
\end{equation*}
$$

It allows for locally adaptive diffusion strengths. Many monotonically decreasing continuous functions suffice. The one applied in JED is:

$$
\begin{equation*}
c(x, t)=\exp \left(-\left(\frac{|\nabla I(x, t)|}{K}\right)^{2}\right) \tag{2.9}
\end{equation*}
$$

Where $K$ is a diffusion constant and it decides the behavior of the filter. It should be chosen carefully to correspond to gradient magnitudes produced by noise and less than the gradient magnitude of the edges. The function is plotted as follows:


Figure 6: Plot of diffusion evaluation function of anisotropic diffusion applied in JED

If we combine both $c(x, t)$ and $\nabla I(x, t)$, we can define a flow function as:

$$
\begin{equation*}
\Phi(x, t)=c(x, t) \nabla I(x, t) \tag{2.10}
\end{equation*}
$$

Then we can rewrite the equation of anisotropic diffusion as:

$$
\begin{equation*}
\frac{\partial}{\partial t} I(x, t)=\nabla(\Phi(x, t)) \tag{2.11}
\end{equation*}
$$

The flow function is plotted as a function of the gradient as follows:


Figure 7: The flow function of the anisotropic diffusion filter applied in JED

It can be observed that the flow increases with the gradient strength to the point where $\nabla I \approx K$, then decreases to zero. This behavior implies that the diffusion process will increase the intensity of pixels with $\nabla I<K$ as the derivative of the flow function is
positive. The intensity will be reduced for the pixels with $\nabla I>K$ as the derivative of the flow function is negative. Noise will be removed gradually as the intensity of pixels is updated iteratively. Typically 5 to 20 iterations are needed to evolve the raw projection image into a smoothed and enhanced one [27]. The result of the filtered image after the Gaussian filter and the anisotropic diffusion filter is shown in the following figures.


Figure 8: Original $400 \times 200$ region around ROI in a MVCBCT projection frame (Patient CBRT0003, frame 2)


Figure 9: The region filtered by a $11 \times 11$ Gaussian smoothing filter. $\sigma=5.0$


Figure 10: The region filtered by an anisotropic diffusion filter after 20 iterations. $K=15$.

After filtering, the edge structure of the diaphragm is easier to identify using an edge extractor. The edge extraction technique applied in JED considers both the gradient amplitude and the gradient direction. A cost value is assigned for each pixel based on the gradient amplitude and direction, representing the probability of this pixel to be the diaphragm contour. First, the larger the gradient amplitude is, the more likely that this pixel is on an edge. Second, the closer the gradient direction is to the anticipated value, the more likely that this edge is a diaphragm contour. The cost function for each pixel can be expressed as:

$$
\begin{equation*}
g(x, y)=\|\nabla I(x, y)\| \cdot F\left(\arctan \left(\frac{\partial I / \partial y}{\partial I / \partial x}\right), x\right) \tag{2.12}
\end{equation*}
$$

Where $g(x, y)$ is the cost value for pixel $(x, y)$. In the following paragraphs, the expression $(x, y)$ will be used instead of ( $R, z$ ) (image detector coordinates) for clarity. $I(x, y)$ is the intensity for $(x, y)$ and $F$ is a function of the gradient direction angle and horizontal position. It returns a difference angle in radians between the gradient direction and an ideal direction at this horizontal position. The ideal direction is derived from the
mean shape of a set of training samples of diaphragm contours. The size of the cost function region (CFR) is set at $400 \times 200$ typically. The calculation of the ideal direction and the illustration of training shapes will be given in the next section.


Figure 11: Cost image after Gaussian filter and edge extraction, CFR $400 \times 200$

## Shape Analysis

With image filters and edge extraction techniques, the diaphragm contour can be well detected for high CNR frames. However, there is noise and interference that will make edge tracking process lost for these occasions. Prior shape information will provide additional knowledge that helps confine diaphragm tracking to the anticipated regions and restricts the wrong cases. The training data is generated from diaphragm shapes in 8 different patients. 5 frames which well represented the general pattern of the diaphragm are selected for each patient. Each shape contains 50 points equally distributed on the diaphragm contour, which are identified by a human on the JED platform. Each point in one shape corresponds to points in other shapes which have the same position on the diaphragm. The set of training shapes are shown as follows:


Figure 12: Uniformly scaled and aligned training shapes of diaphragm contours (the coordinates are aligned and inverted here compared to the pixel coordinate system)

And the mean shape of the training samples is also shown:


Figure 13: Uniformly scaled and aligned mean shape of training samples

The ideal direction for each point in the mean shape is calculated as the normal of this point, using the coordinates of two adjacent points. For a point $\left(x_{i}, y_{i}\right)$, the normal can be calculated as:

$$
\begin{equation*}
\alpha_{\text {ideal }}\left(x_{i}\right)=-\frac{x_{i+1}-x_{i-1}}{y_{i+1}-y_{i-1}} \tag{2.13}
\end{equation*}
$$

Note that after we get the training shape data, the scale and rotation angle of these shapes are not the same. In order to analyze the shape information, it is necessary to align and uniformly scale these shapes. The most common metric that measures the error of aligned shapes is the sum of distances:

$$
\begin{equation*}
D=\sum\left|x_{i}-\bar{x}\right|^{2} \tag{2.14}
\end{equation*}
$$

Where $\bar{x}$ is the mean shape of the training data and $x_{i}$ is one certain shape. For shapes in 2D space, there are four parameters to be calculated to minimize the sum of the distances: the scale factor $s$, the rotation angle $\theta$, and the translation factor $x_{t r a n}$ and $y_{\text {tran }}$. The alignment follows the equation:

$$
T\binom{x}{y}=\binom{x_{\text {tran }}}{y_{\text {tran }}}+s\left(\begin{array}{cc}
\cos \theta & \sin \theta  \tag{2.15}\\
-\sin \theta & \cos \theta
\end{array}\right)\binom{x}{y}
$$

There are several methods for calculating these parameters: calculating rotation angle after uniform scaling, calculating rotation angle and uniformed scale simultaneously, or projecting shape vectors into tangent space to avoid non-linearity [8]. The first method is applied in this work. In this method each shape is translated to the
position where its centroid is at the origin. They are uniformly scaled to have the same norm. The rotation angle is calculated using a least-square method with singular value decomposition (SVD) [8].

The calculation of alignment uses an iterative algorithm illustrated on Page 14 in Cootes' book [7]. For each iteration, the mean shape is calculated. A reference shape is arbitrarily selected and the alignment is calculated for all the other shapes. The mean shape is updated in the next iteration. Typically, 2 to 3 iterations are enough to align the shapes into uniform positions. The aligned shapes of training samples are in figure 12.

As one diaphragm contour has 50 2D points, it can be considered as a point in $R^{n}$ where $n=100$. As the centroid, scale and the rotation angle of the shape is fixed, the shape vector has 96 free parameters. We wish to find the general pattern inside the training shapes. However, it is hard to identify the pattern in high dimensions. Principle Component Analysis (PCA) is a statistical technique that can reduce the number of dimensions of data without much loss of information, while highlighting the similarity and differences. Each shape can be expressed as:

$$
\begin{equation*}
s=\left(x_{1}, y_{1}, x_{2}, y_{2}, x_{3}, y_{3}, \ldots x_{50}, y_{50}\right)^{T} \tag{2.16}
\end{equation*}
$$

PCA is accomplished by calculating the eigenvectors and eigenvalues of the covariance matrix of the training samples. The covariance matrix is calculated from all the 40 training shapes. It has the expression as:

$$
\begin{equation*}
\operatorname{cov}=\frac{1}{n-1}\left(s_{1}, s_{2}, s_{3}, \ldots, s_{40}\right)\left(s_{1}, s_{2}, s_{3}, \ldots, s_{40}\right)^{T} \tag{2.17}
\end{equation*}
$$

Note that all the shape vectors are aligned. In our case, cov is a $100 \times 100$ symmetric matrix. As the covariance matrix is semi positive definite, all the eigenvalues of cov are non-negative. In fact, each eigenvector of cov is one component of the data set. It represents a direction in 100 Dimension space. The eigenvalue represents the variance of data along the direction determined by the eigenvector. The eigenvector with the highest eigenvalue is the principle component. It is the most significant relationship between the data dimensions.

Now if the eigenvalues are sorted from highest to lowest, the components in order of significance are given. The process of reducing dimensions is to ignore the components of lesser significance, while keeping the more important ones. If the eigenvalues of ignored eigenvectors are small, the information is not lost too much. In our case, a few eigenvalues make up most of the variance of the data set.


Figure 14: 100 eigenvalues of covariance matrix of training shapes. The horizontal axis is the number of eigenvalues sorted from lowest to highest, the vertical axis is the ratio of this eigenvalue to the sum of 100 eigenvalues.

In this figure, the largest eigenvalue takes up $78.9 \%$ of the sum of all the eigenvalues, with the second $6.64 \%$, the third $3.49 \%$, and the fourth $2.62 \%$. In fact, the largest 12 eigenvalues take up $98.2 \%$ of the sum. We can ignore the other 88 components and just use these 12 eigenvectors to represent the data set without much loss of information. A linear model with 12 free parameters is established as:

$$
\begin{equation*}
x=\bar{x}+\Phi b \tag{2.18}
\end{equation*}
$$

Where $x$ is the shape generated by this linear model, which is a vector in 100 dimensional space. $\bar{x}$ is the mean shape. $\Phi$ is a matrix composed of the eigenvectors we select with the expression $\Phi=\left(v_{1}, v_{2}, v_{3}, \ldots, v_{12}\right)$ and $b$ is the parameter matrix for the 12 directions determined by 12 eigenvectors with $b=\left(b_{1}, b_{2}, b_{3}, \ldots, b_{12}\right)^{T}$. This linear model cannot represent all the shapes in 100 dimensions. For an arbitrary shape, this linear model will find the shape closest to it by minimizing an error metric such as least squares. The parameters $b$ will be calculated based on this metric for minimization. The advantage of prior shape information is that we can restrict parameters of $b$ to confine the contour to be tracked in a reasonable shape. $\left|b_{i}\right|<3 \sqrt{\lambda}_{i}$ is applied in JED, where $\lambda_{i}$ is the eigenvalue corresponding to this component.

Based on the established linear model of equation 2.18, ASM can be applied in diaphragm tracking. Given an initial instance of a diaphragm shape, ASM updates and confines the shape iteratively until convergence. During each iteration, for each point in a shape, ASM looks along a profile normal to the shape boundary through this point. $2 l+1$ pixels along the normal around this point are scanned in order to find the pixel with the minimum correlation (figure 15). For each pixel along the profile normal, the correlation is calculated as a Mahalanobis distance using the following equation:

$$
\begin{equation*}
f\left(g_{s}\right)=\left(g_{s}-\bar{g}\right)^{T} S_{g}\left(g_{s}-\bar{g}\right) \tag{2.19}
\end{equation*}
$$



Figure 15: At each shape point, search along a profile normal to boundary
where $g_{s}$ is a vector containing $2 k+1$ elements. It represents the derivative of intensity in adjacent pixels along the normal direction. It scans for $2 k+1$ adjacent pixels along the normal direction. $\bar{g}$ is the average derivative of intensities near this point in training samples and $S_{g}$ is the covariance matrix of $\bar{g}$ of different shape points. The matching procedure is illustrated in the following figure:


Figure 16: Searching along the profile to find the best fit, $k=2$ and $l=6$
Image from Page 39 of [7], by permission from the author

## Optimal Graph Search

Like ASM, many methods in video tracking use iterative schemes to find a local optimal solution. If the object function to be minimized is convex, the local optimum is then the global optimum. However, this is not always the case in real applications. Optimal graph search methods aim to find a surface in a 3D graph with a globally maximized sum of weights of nodes. As the projection data form a sequence of 2D images and can be considered as a video, we can use all 2D frames to construct a 3D graph where each vertex corresponds to one pixel in a certain frame with a weight calculated by equation 2.12. The mathematical expression of optimal graph search and the theoretic framework behind it can be seen in Wu and Chen's paper as the optimal Vweight net surface problem with smoothness constraints [36]. For completeness we will describe the concept as the following.

Given a 3D multi-column graph $G=(V, E)$ where $V$ represents the set of vertices and $E$ represents the set of edges of this graph, each vertex $v \in V$ having a real-valued weight $w(v)$. Find a net $N$ in $G$ such that the sum of the weight $\alpha(N)=\sum_{v \in V(N)} w(v)$ is minimized. The net $N$ satisfies a smoothness constraint. For every two nodes $v_{1}\left(x_{1}, y_{1}, z_{1}\right), v_{2}\left(x_{2}, y_{2}, z_{2}\right) \in N$ in adjacent columns, i.e. $\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|=1$ where $x_{1}, x_{2}, y_{1}, y_{2}$ are integers which represent the position of the column in the base graph and $z$ is the coordinate of a node in a column identified by coordinates $(x, y)$, the difference of the position of the two nodes in each column should not be larger than a regulated constraint:

$$
\begin{align*}
& \left|z_{1}-z_{2}\right| \leq \Delta x, \text { if }\left|x_{1}-x_{2}\right|=1 \\
& \left|z_{1}-z_{2}\right| \leq \Delta y, \text { if }\left|y_{1}-y_{2}\right|=1 \tag{2.20}
\end{align*}
$$

where $\Delta x$ and $\Delta y$ are smoothness constraints along the $x$ and $y$ directions. The problem of single optimal surface detection is identical to the maximum closed set problem [15]. The maximum closed set problem is to find a closed subset of nodes $V^{\prime} \in V$ such that the sum of weights for this subset is maximized. The single optimal surface detection problem can be easily transformed into a maximum closed set problem without changing the graph. With $g(x, y, z)$ representing the original cost of the nodes, a new cost $c(x, y, z)$ for the maximum closed set can be calculated as:

$$
c(x, y, z)=\left\{\begin{array}{l}
g(x, y, z), z=0  \tag{2.21}\\
g(x, y, z)-g(x, y, z-1), \text { otherwise }
\end{array}\right.
$$

The maximum closed problem can be solved by a minimum cut algorithm on a related $s, t$ graph [13]. This graph is denoted by $G_{s t}$ and it is derived by adding a source node $s$ and a sink node $t$ on the original graph $G$. All nodes with positive weight are connected from $s$ with a capacity of the node weight in $G$, while all nodes with negative weights are connected to $t$ with a capacity of the absolute value of the node weight in $G$. The arc capacity in the original graph $G$ is set to infinity. It is proved that the maximum closed set $S$ in $G$ corresponds to the set $S$ in the minimum cut of $G_{s t}$ [13].

There are many algorithms for the minimum cut problem. The running time of traditional algorithms such as the Ford-Fulkerson algorithm is $O(E \cdot f)$ where $E$ is the number of edges in $G_{s t}$ and $f$ is the maximum flow. The general push-relabel algorithm is $O\left(V^{2} E\right)$, where $V$ is the number of nodes in $G_{s t}$. Boykov and Kolmogorov proposed a method that is, at worst, $O\left(V^{2} E C\right)$ where $C$ is the number of minimum cuts, but much faster in real applications [39]. Hochbaum proposed a pseudo-flow algorithm with complexities $O(V E \log V)$ [14]. In JED a former library of Boykov and Kolmogorov's algorithm is applied. The diaphragm contour in 200 frames can be detected simultaneously. The $400 \times 200 \mathrm{CFR}$ is resampled to a $30 \times 30$ region. The smoothness constraint of pixels in
this resampled image is 1 for the $x$ direction and 2 (equal to 13.3 pixels for original CFR pixels) for the $t$ direction. ( $x, y, t$ ) is used to represent coordinates instead of ( $x, y, z$ ) to indicate that the 3D graph is an image sequence. Compared to the average velocity 4.44 pixel / frame of the lung's motion, this intra-frame smoothness constraint is more appropriate considering velocity variations.

## Dynamic Hough Transform

Optimal graph search establishes the intra-frame relationship by smoothness constraints. However, it does not account for the global shape pattern of the diaphragm contour. We would like to find a method that combines the prior shape knowledge and the intra-frame smoothness constraint. The previous methods on parametric models in video tracking are mainly focused on motion estimation, rather than shape matching [19, 22, 23]. A method developed by Baker and Barnes fits a parametric model onto a 3D Cochlea image [3], but no intra-frame constraint is applied in the registration process. Another method estimates the object motion by a 3D Hough transform of image motion, but this method can only detect constant motion [40]. A dynamic Hough transform was proposed that can detect arbitrary motion by detecting a trajectory in a Hough image [41, 42]. However this method assumes the shape of object is invariant throughout the frames. In this section a method based on the dynamic Hough transform that can detect a deformable object in arbitrary motion through an image sequence is described.

This method assumes that the diaphragm can be represented by a parabola with an axis parallel to the SI direction. The parabola can be described by a curvature parameter $a$ and a vertex position $\left(x_{0}, y_{0}\right)$. For each shape point $v_{i} \in V$ with horizontal coordinate $x_{i}$, where $V$ is the point set of the parabola, the coordinates of $v_{i}$ can be represented as:

$$
\begin{equation*}
v_{i}\left(x_{i}\right)=\left[x_{i}, a\left(x_{i}-x_{0}\right)^{2}+y_{0}\right]^{T} \tag{2.22}
\end{equation*}
$$

The goal is to choose appropriate parameters of $a, x_{0}, y_{0}$ to match this parabola template. For a given set of parameters of $a, x_{0}, y_{0}$, the metric function should be able to represent the propensity of this parabola to be the diaphragm contour. The matching metric function is designed to be the sum of the cost of all the pixels on the parabola:

$$
\begin{equation*}
M\left(a, x_{0}, y_{0}\right)=\sum_{x=1}^{w} g\left(v_{i}(x)\right) \tag{2.23}
\end{equation*}
$$

Where $w$ is the CFR width. For each frame, a reasonable range for each parameter of the parabola can be given: its vertex should be within the ROI, while the curvature parameter satisfies $0.0005 \leq a \leq 0.003$ based on experience. If the matching metric for every combination of parameters $a, x_{0}, y_{0}$ within the range is calculated, a 3D Hough image is generated such that every node in this graph ( $a, x_{0}, y_{0}$ ) represents a parabola with a weight of metric $M\left(a, x_{0}, y_{0}\right)$. If 200 Hough images are stacked together from frame 1 to frame 200, a 4D metric graph is constructed. Each node is represented by $\left(a, x_{0}, y_{0}, t\right)$ and has a weight $M\left(a, x_{0}, y_{0}, t\right)$, where $t$ is the frame index.


Figure 17: 3D Hough image sequence, each voxel has four coordinates $\left(a, x_{0}, y_{0}, t\right)$

With the 200 Hough images, the problem of diaphragm detection in 200 frames simultaneously becomes the problem of finding a voxel for each Hough image. We wish to find voxels with as large a metric value as possible. From ideas in optimal graph search, we can also incorporate intra-frame constraints. As there is only a small deformation of diaphragm contours between adjacent frames, the parameters ( $a, x_{0}, y_{0}$ ) of the diaphragm parabola does not change too much. We can restrict the difference of parameters between adjacent frames to a reasonable limit. We can consider this problem as finding a continuous path traversing through a 4D graph composed of a 3D Hough image sequence. This path intersects with each 3D Hough image once with a maximum sum of weights. "Continuity" requirements of this path are satisfied by smoothness constraints. The mathematical statement is:

$$
\max \sum_{t=1}^{200} M\left(a_{t}, x_{0 t}, y_{0 t}, t\right), \text { subject to }\left\{\begin{array}{l}
\left|a_{t}-a_{t-1}\right| \leq \Delta a  \tag{2.24}\\
\left|x_{0 t}-x_{0(t-1)}\right| \leq \Delta x_{0} \\
\left|y_{0 t}-y_{0(t-1)}\right| \leq \Delta y_{0}
\end{array}\right.
$$

The method for calculation of the maximized fit is dynamic programming with path detection. Dynamic programming solves problems by decomposing them into overlapping sub-problems iteratively. It is much faster and uses less memory than naive methods such as exhaustive search. The 2D case for dynamic programming is well explained in Sonka's book for applications of 2D image edge detection [33]. In this work the dynamic programming scheme is extended for path detection in a 3D Hough image sequence. The process of dynamic programming in a 3D image sequence is described by the following algorithm:

Given $M\left(a, x_{0}, y_{0}, t\right)$ :
initiate a cumulative matrix $C M\left(a, x_{0}, y_{0}, t\right)$,
initiate three back tracking matrices $A\left(a, x_{0}, y_{0}, t\right), X\left(a, x_{0}, y_{0}, t\right), Y\left(a, x_{0}, y_{0}, t\right)$, initiate three arrays $\operatorname{ar}(200), \operatorname{xr}(200), y r(200)$ for recording the result, $C M\left(a, x_{0}, y_{0}, 1\right)=M\left(a, x_{0}, y_{0}, 1\right)$ for every $0.0005 \leq a \leq 0.003,\left(x_{0}, y_{0}\right)$ within ROI For $t=2$ to 200

$$
\begin{aligned}
& \Delta a^{\prime}, \Delta x_{0}^{\prime}, \Delta y_{0}^{\prime}=\arg \max \left(C M\left(a+\Delta a^{\prime}, x_{0}+\Delta x_{0}{ }^{\prime}, y_{0}+\Delta y_{0}{ }^{\prime}, t-1\right)+M\left(a, x_{0}, y_{0}, t\right)\right) \\
& \text { s.t. }\left|\Delta a^{\prime}\right| \leq|\Delta a|,\left|\Delta x_{0}{ }^{\prime}\right| \leq\left|\Delta x_{0}\right|,\left|\Delta y_{0}{ }^{\prime}\right| \leq\left|\Delta y_{0}\right| \\
& C M\left(a, x_{0}, y_{0}, t\right)=C M\left(a+\Delta a^{\prime}, x_{0}+\Delta x_{0}{ }^{\prime}, y_{0}+\Delta y_{0}^{\prime}, t-1\right)+M\left(a, x_{0}, y_{0}, t\right) \\
& A\left(a, x_{0}, y_{0}, t\right)=\Delta a^{\prime} \\
& X\left(a, x_{0}, y_{0}, t\right)=\Delta x_{0}^{\prime} \\
& Y\left(a, x_{0}, y_{0}, t\right)=\Delta y_{0}^{\prime}
\end{aligned}
$$

end (for).
$\operatorname{ar}(200), x r(200), y r(200)=\arg \max (C M(\operatorname{ar}(200), \operatorname{xr}(200), y r(200), 200))$
For $t=199$ to 1

$$
\begin{aligned}
\operatorname{ar}(t) & =\operatorname{ar}(t+1)-A(\operatorname{ar}(t+1), x r(t+1), y r(t+1), t+1) \\
x r(t) & =x r(t+1)-X(\operatorname{ar}(t+1), x r(t+1), y r(t+1), t+1) \\
y r(t) & =y r(t+1)-Y(\operatorname{ar}(t+1), x r(t+1), y r(t+1), t+1)
\end{aligned}
$$

end (for).

The algorithm calculates the path with the maximum weight from the first Hough image to every voxel. The path for the voxel in the first Hough image is simply itself. For the other voxel, it looks around for each possible predecessor in the previous Hough image and chooses the voxel with the maximized weight. In this way it maintains a 4D array $C M\left(a, x_{0}, y_{0}, t\right)$ to record the cumulative weights. When the algorithm searches to the last Hough image, the path with the largest sum of weights can be easily found as the largest cumulative weight voxel in the last Hough image. The predecessor of this voxel along the path can easily be traced back to the first frame.

The algorithm scans each voxel and each of its predecessors one time. the total running time for this algorithm is $O\left(r(a) r\left(x_{0}\right) r\left(y_{0}\right) \Delta a \Delta x_{0} \Delta y_{0}\right)$ where $r(\cdot)$ means the number of possible values of the variable inside. For $a$, the value is sampled with a parameter grid spacing of 0.0003 . 2 for $y_{0}$ and 5 for $x_{0}$. The smoothness constraint between adjacent frames is set at 15 pixel / frame, which is much larger than the mean speed of diaphragm motion ( 4.44 pixel / frame ) and close to the value used in the optimal graph search (13.3pixel / frame).

## CHAPTER THREE

## RESULT AND DISCUSSION

## Validation of Different Methods

In this work, different diaphragm tracking methods are tested, including boundary tracing as dynamic programming in 2D image(2D DP), ASM, optimal graph search (OPT), optimal graph search with edge weight on warped ROI (OPT-VCE) and dynamic Hough transform (DHT). To evaluate the accuracy of these tracking methods, we compared the diaphragm apex identified by a human expert against the diaphragm apex back projected into 3D room coordinates along the cranio-caudal axis. The error is calculated as the distance between the expert identified point and the algorithm generated point along the cranio-caudal axis. Only the cranio-caudal axis was tested because of the difficulty for the human expert to identify the horizontal coordinate of the diaphragm apex in views where the diaphragm is flat.

To get the position of the diaphragm apex in 3D coordinates, we have to first identify the diaphragm apex in 2D image planes. For DHT, the diaphragm apex can be easily derived as the parabola vertex $\left(x_{0}, y_{0}\right)$. For other methods, 200 apex points are found simultaneously by searching for the maximum of the sum of heights of all the possible positions in 200 frames which satisfies the smoothness constraint. Dynamic programming is used in this searching process.

The second step is to estimate the position of the diaphragm apex in 3D. Unlike the ROI computation where the diaphragm apex at full exhale and full inhale can be determined by two user-identified frames each, the diaphragm apex in 3D has to be estimated from one frame. An interpolation method is used to calculate the $\left(x_{d}, y_{d}\right)$ position of the diaphragm apex for an arbitrary frame, using the equation below:

$$
\begin{align*}
& x_{d}=x_{d 1} \frac{z_{o 2}-z_{o}}{z_{o 2}-z_{o 1}}+x_{d 2} \frac{z_{o}-z_{o 1}}{z_{o 2}-z_{o 1}}  \tag{3.1}\\
& y_{d}=y_{d 1} \frac{z_{o 2}-z_{o}}{z_{o 2}-z_{o 1}}+y_{d 2} \frac{z_{o}-z_{o 1}}{z_{o 2}-z_{o 1}}
\end{align*}
$$

Where the subscripts 1 and 2 represent the coordinates of full exhale and full inhale points, respectively. Since there is little motion in $x$ and $y$, the error of using this interpolation method is at most $1 \%$ [30]. With $\left(x_{d}, y_{d}\right), z_{d}$ can be determined by calculating the similar triangle between the minified view and the image plane:

$$
\begin{align*}
& y_{f}=-x_{d} \sin \theta+y_{d} \cos \theta \\
& z_{d}=\frac{S A D-y_{f}}{S A D} z_{p} \tag{3.2}
\end{align*}
$$

The meaning of all the variables in 3.1 and 3.2 is the same for those in chapter 2. In this work the five methods are experimented on 21 patient data sets and the mean squared error for each patient image containing 200 frames are determined as in the following diagram:


Figure 18: Mean squared error of 5 methods on 21 patient images

And the following diagram and table shows the mean and standard deviation of the error:


Figure 19: Mean and standard deviation of the error for 21 patient images

| 2D DP | ASM | OPT | OPT-VCE | DHT |
| :--- | :--- | :--- | :--- | :--- |
| $2.680 \pm 1.963$ | $5.589 \pm 2.170$ | $2.986 \pm 1.299$ | $2.716 \pm 1.156$ | $1.707 \pm 1.117$ |

Table 1: Mean and standard deviation of the error for 21 patient images

It can be seen that DHT performs better than the other techniques with a smaller mean and variance of error. 2D DP, OPT and OPT-VCE are less accurate than DHT but the error is stable. The error of ASM is relatively large as it loses track of the diaphragm in many frames. Some examples of the diaphragm contours detected by these methods are illustrated here:


Figure 20: Diaphragm detected by DHT, a high contrast frame (left) and a low contrast frame with stripe artifact (right)


Figure 21: Diaphragm detected by DHT, a frame with confounding objects of heart and table (left) and a frame with overlapping lungs (right)


Figure 22: Diaphragm detected by 2D-DP:, a frame with interference of a bright area on the top (left) and a frame with overlapping lungs (right)


Figure 23: Diaphragm detected by ASM, a clear frame (left) and a frame with overlapping lungs (right)


Figure 24: Diaphragm detected by OPT, a frame with interference of a bright area (left) and a frame with overlapping lungs (right)


Figure 25: Diaphragm detected by OPT-VCE, a frame with interference of a bright area (left) and a frame with overlapping lungs (right)

It can be seen that an edge close to the diaphragm confuses the algorithms as it could be considered as the true diaphragm contour. Only DHT is not sensitive to local interference as it requires the parabola to be found, while the other algorithms can choose arbitrary paths for the contours. For the DHT algorithm, the use of the global minimum helps to distinguish between similar features. The parameter space for $y_{0}$ was put on a coarse grid at 2 pixel intervals, and at isocenter a pixel is about 0.27 mm , a systematic error of about 0.3 mm is present (this can be observed near the full exhale points at the bottom of the graph in figure 26).


Figure 26: The vertical coordinate in the image plane plotted against frame number for the expert (pink line) and DHT algorithm (blue points).

## Running Time

As the algorithms developed in this work will be implemented in clinical application, the running time is an important matter of concern. The diaphragm detection for 200 frames should be accomplished in less than one minute. Generally, the cost of
less time is less accuracy. However, this is not always the case and with appropriate algorithm design and implementation, high accuracy and a reasonable running time can be achieved simultaneously. This section explores the running time in the methods applied in this work. The running time tested in this work is on a laptop with Intel dualcore T2300 1.66GHz CPU and 4G RAM in Microsoft Visual Basic 2008 debug mode with Windows XP.

The Gaussian filter is faster than anisotropic diffusion. Filtering a single frame takes about 2.90s for anisotropic diffusion with 20 iterations, while only 0.03 s for an $11 \times 11$ Gaussian filter. The sum of time used in filtering 200 frames will be up to 10 minutes for anisotropic diffusion, and only 6 s for the Gaussian filter. Considering the clinical requirement, the anisotropic diffusion filter is inappropriate. The Gaussian filter is applied in the preprocessing procedure.

The running time for computing the $400 \times 200$ CFR is about $0.1 \sim 0.15$ s for each frame. This filtering process is required by all the methods. The running time on 200 frames is about 20s, which should be taken into account.

The running time for the optimal graph search is about 7.5s for a 3D graph of $30 \times 30 \times 200$ nodes using Boykov and Kolmogorov's method [39]. Taking into account 20s for filtering, the total time should be 30s, while For ASM and 2D DP, the times are 48 s and 42 s , respectively.

For DHT, the running time of calculating the weights of nodes in the 3D graph of one frame is about 0.05 s . The time for calculating 200 frames of the CFR and 3D graph takes a major part of the running time which takes 33 s . The time for finding the maximum path is 19 s . The total time required by DHT is 52 s , which satisfies the clinical requirement, though it is slower than the other methods.

Note that the speed will be faster in a clinical application than the one tested on the laptop. One reason is the higher performance of the desktop computer used in the clinic. The second is that JED will be executed in application mode rather than debug
mode, where the development environment performs other tasks. For example, the analysis of a CBCT by DHT can be done in about 38 seconds on a 2.66 GHz Intel quadcore 2 CPU , compared to 52 s for the laptop.

## Discussion and Future Work

DHT is the most accurate algorithm among the five methods tested in this work. However, several issues should be further considered to implement DHT in a real clinical application.

First, there is some human subjectivity for the expert identification in the craniocaudal direction. The error between the algorithm and the human has two components: One is the systematic error generated by the algorithm, and one is caused by the variation of the human's subjectivity. In order to estimate this variation, a true gold standard needs to be established. The diaphragm apex should be identified by more human experts in order to get the difference between humans. By getting this variance, we can know more about to what extent the result achieved close to human identification.

For MVCBCT images, the motion speed is slower at full inhale and full exhale phases, while faster during the intermediate phases. A special case is that there is a large displacement between the first two frames because of the slower initial gantry rotation speed. However, the smoothness constraints applied in optimal graph search and DHT are all constant. These constraints are appropriate for the fast motion speed, but unnecessary for the slow one. An adaptive smoothness constraint is considered. In this scheme the algorithm may go through the 200 frames in two passes. The first pass is to get the phase information of the patient's respiration. Then an adaptive smoothness constraint can be determined by respiratory phase. The constraints can be set smaller for full inhale and full
exhale phases, and larger for the intermediate phases. Then the algorithm will run a second time to locate the diaphragm accurately based on these constraints.

As a matter of fact, the parabola model can also be considered as a shape vector $s_{\text {parabola }}=\left(x_{1}, y_{1}, x_{2}, y_{2}, x_{3}, y_{3}, \ldots x_{50}, y_{50}\right)^{T}$ in 100 dimensional space. But the parabola model cannot be represented by linear equation 2.18 because $y_{i}$ is dependent on $x_{i}$. So instead of a line, the parabola model represents a surface in 100 dimensional space. It is hard to calculate the variance of training data to evaluate the performance of parabola model. From the observation of the tracking result, the parabola model matches most diaphragm contours well. But there are few cases where the shape of diaphragm is deformed due to pathological changes. More parameters should be considered to represent more various shapes of diaphragms for these cases.

We also notice that ASM performs poorly in this application. It loses track in many frames where the initial shape is too far away from the expected structure and the shape is trapped in a local extremum. An even worse case is that the diaphragm contour converges into a chunk, as each shape point searches for pixels along its normal direction. A multi resolution technique may resolve these problems. Using an image pyramid, the shape is first detected in a coarse image, then refined in a series of finer resolution images. This technique leads to a faster algorithm and is less likely to get stuck on the wrong image structure [7]. It can also be applied to algorithms of optimal graph search and dynamic programming.

## CHAPTER FOUR

## CONCLUSION

We have developed several algorithms for diaphragm detection in 2D views of cone-beam computed tomography (CBCT) raw data. These algorithms are tested on 21 Siemens megavoltage CBCT scans of lungs and the result is compared against the diaphragm apex identified by human experts. Among these algorithms dynamic Hough transform is sufficiently quick and accurate for motion determination prior to radiation therapy. The diaphragm was successfully detected in all 21 data sets, even for views with poor image quality and confounding objects. Each CBCT scan analysis (200 frames) took about 38 seconds on a 2.66 GHz Intel quad-core 2 CPU . The average cranio-caudal position error was $1.707 \pm 1.117 \mathrm{~mm}$. Other directions were not assessed due to uncertainties in expert identification.
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